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(a) Omni6D Dataset (b) Shape Priors (c) Symmetry Annotation

Fig. 1: Omni6D is a dataset for 6D object pose and size estimation with
large vocabulary categories and rich annotations. (a) showcases ground truth
of RGB image, depth map and NOCS map. (b) presents shape priors derived from a
variational autoencoder [5] with adjusted canonical poses. (c) provides examples of the
rotational symmetry of objects we have annotated, indicating the multiples of angles
by which the shape remains unchanged when rotated around the xyz axes.

Abstract. 6D object pose estimation aims at determining an object’s
translation, rotation, and scale, typically from a single RGBD image.
Recent advancements have expanded this estimation from instance-level
to category-level, allowing models to generalize across unseen instances
within the same category. However, this generalization is limited by the
narrow range of categories covered by existing datasets, such as NOCS,
which also tend to overlook common real-world challenges like occlu-
sion. To tackle these challenges, we introduce Omni6D, a comprehen-
sive RGBD dataset featuring a wide range of categories and varied back-
grounds, elevating the task to a more realistic context. 1) The dataset
comprises an extensive spectrum of 166 categories, 4688 instances ad-
justed to the canonical pose, and over 0.8 million captures, significantly
broadening the scope for evaluation. 2) We introduce a symmetry-aware


